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SECTION 1

m mum of program budgeting and the .o-cau.d ph-u;
progtn-:h. und budgeting ayltm have been discussed for neny m

Most of these discussions may bc classified as puoctmtn ia sature.

The method of analysis has for the most p’art been verbal. For those
redetl unfamiliar with this literature, David Novick's book [u‘ﬁ
an excellent example. 5o as to avoid confusion with the ftﬁiticul
government budgets and the associated budgeting system, the aow- |
instituted planning, programming, and budgeting sys;teu will be
referred to here as a planning and programming system.

A review of the literature on program budgeting and plamaiag

and programming systems reveals much discussion ot its taxonomic

structure and advantages over an input oriented approach. Whem

discussing the choice problem of a governmental department head,
some attention is usually given to decision rules. These rules
equate marginal benefit tc marginal cost, which is not a complete
surprise, but usually in the context of a single msasure of benefi:
and & single measure of cost. It appears to this author that the
more common circumstance is multiple measures of benefit and cost.
The former muitiplicity is not surprising, vhile the latter is, at
least to the economist. However, the common practice curreatly is
and seemingly will continus to be the use of alternative cost

NSASUTES .




When there is a2 multiplicity of benefit and cost measures, a
oriterion problem arises. The various authors of the literature
usually evoke at least an efficiency criterion; that is, they sug-
gest or rather prescribe that government choice in the planning
ares be efficient. This criterion is usually evoked and discussed
in general terms. This author has pot found nvn:l.ngle reference
which attempts to diecuss the resulting decision process structure
when an ;fficumy criterion is svoked in a planning and programming
system. It is the purpose of this paper to explore the structure of
the decision process associated with the efficiency criterion by ‘
formulating a mathematical model of s planning and programming
systea. »

There are two broad approaches, eithar of which one might
sdopt in formulating such a model. First it is necessary to identify
a8 planning and programming system as a conflict system. The analysis
and lexicon are based on J. March [2]. Professor March considers
s conflict system as characterized by the two attributes:

1. There are consistent basic units.
2. There is conflict.
In a planning and programming system the consistent basic units are
the plethora of study teams and decisionmakers. Some of these units
are hierarchically organized and others are of equal rank in the
organisstion. The public press discussions are indicative of the
inherent conflict in the system. That is, the preference orderings
of the elemsntary units are mutually inconsistent relative to the

resources of the system. It is also clear that the alementary uaits
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can thamsslves be conflict systems and that ths plaoning and pre-
gramming system is itself a subsystem of a "larger" cosflict spstegm.

amm:.pwmmmmuam_ .
system, it is necessary to comsider the natura of conflict reselw-
tisn. Profassor March notes that the theories of conflict resclstiss
may be catsgorised as the imputation of a superordinate gosl or as
a description of a conflict resolution process. This latter spprosch,
Mhumlom:othcnicrmmdcmrmhtomc”.
would presumably be based on a gensralised notion of exchange. In
this paper the author has chosen not to approach the formulatiom of &
planning and prograsming system model using the conflict resolutiom
:‘chign. While research has begun using this approsch, it seemed
of iaterest to consider the decision processes using ounly the imposed
superordinate goal of efficiency. That is, in this paper the plamming
snd programming system is modeled based om a supsrordinate goal of
efficiency that is imposed by the department's top management. In
the case of interest here, it is not necessary to consider ths system
operating "as if" there is a superordinate goal; the departmeat‘'s
wanagement does require the system to so behave. Using a sowmewhat
different point of view, in this paper the model is formulated
abstracting from the internal conflict resolution process. Hence the
selementary units are considered not to "suboptimise" using the lsxicea
of opsrations research.

In susimary, then, in this paper a modsl is formulated and
emrcised vhich describes the logical structure of the decision
processes of a planning and programming system when that mt-
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operates under an efficiency criterion imposed by top management.
In Section II the general nature of. the problem is discussed.
Saction III is devoted to the various submodels. The efficiency

prodlem of & department is considered in Section IV. In Section V

" an overall cost-benefit function for the department is derived.

Section VI is devoted to parameter variation results, which is
sometimes called comparative statics. The expansion and contraction
‘paths of the department are considered in Section VII. Lastly, the
paper is summarized, and some suggestions for future research are

given.

SECTION II

THE GENERAL NATURE OF THE PROBLEM

During the planning and programming activities of a governmental
department, the department's management must structure its thoughts

from its current position through positions in the intermediate

" years to a position at the snd of the planning horizon. As a result,

management must give consideration to research and development,
manufacturing, and operating aspects of benefit production and the
associated costs. Within the context of studying a planning and
programming system, Figure 1 is a schemstic of the generation of
costs and benefits as an interrelated flow among benefit, component
system, research and development-manufscturing, and cost submodels.
The details of the operational definitions of the variables will be

given in the latter part of this section. As can be seen by studying

the schematic, basic resources (s.g., sngineering hours, rav materials,
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tooling) are transformed into system elements (e.g., in the military

context, tanks, planes, trained pe-sonnel). These system alements
are the .mputs to the component systems submodel. The outputs of
this submodel are the system characteristics (e.g., in transporta-
tion, range, payload, speed, fuel consumption). These characteristics *

are produced from the system elements. Finally, characteristice are

transformed into values of the system benefit measures (e.g., in
poverty programs, expacted income distributions).
The inputs to the cost model are characteristics, elements, and !
resources. By use of cost estimating relationships, the cost model
matrix can be computed and the cost msasure(s) obtained. All these
input types are considered to allow for such phenomenon as learning
curves, quantity discounts, and rather detailed disaggregated esti-
mation procedures. The cost model matrix has columns for the time
periods of tha analysis and rows for the system elements. The
columns can be grouped by ressarch and development costs, invest-
ment costs, and operating costs, if this is desirable. Some elements
of the matrix may, of courss, be zero. The cost measure values are
computed by pre- and post-multiplication of the matrix by appropriate
vectors. For example, if present costs are to be computed, then the
premultiplication is by a quantity vector and the post-multiplication
is by a vector of discount factors.
An slternative view of a planning and programming system is
given by consideraing it as & taxonomic structure. This is the more

common viev of program slemsnts fitting into programs which in tyyn

" g1e into program packages. This taxonomic structurs is related to

——— .
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the above model by identifying the system elements as the program
elements :Ln the planning and programming system taxonomic structurs.
Those elements may then be grouped into sets as the user requires.

The details of the mathematical programming model associated
with the above schematic will be considered in the next section.
Before proceeding to that discussion, the variables, the department
management's choice objects, will be given operational définitioms.

The variables are the benefit measures, the cost measures, the
system characteristics, the system elements, and the basic resourceas.
These variables are assumed to have physical-social, time, space, and
state-of-nature attributes. In addition to these variables, any
exogenous variables introduced in later sections are also assumed to
have these attributes. The attributes will be discussed in tura.

The physical attributes of a measure have been discussed befors
[3]. It {s stressed, though, that the same physical and/or social
phenomenon can be measured in multiple ways -- and they can all be
important. For example, Miller, et al., [4] have listed the physical-
social (this author's terminology) measures of poverty as income
(threshold, relative, share of national income), assets (housing,
consumer durables, savings, insurance), and services (education,
health, neighborhood amenities, protection, social services, trans-
portation). In considering this model, the reader is urged to regard
some of the multiple measures as being uassociated with the same

physical/social phenomenon.

I



The second attribute is time dating. With this attribute, the

same physical/social measure at two different dates will be treated

as two different measures. In this fashion, choice object time
streams can be associated with a project. It is noted that the

time attribute is associated with such measures as present cost and
present benefits, since while they are calculated with many dates, they
are calculated as of some particular date. Also, the use of a time
attribute requires a careful interpretation of capital goods in the
model. For example, a system element when conceived of as & physical
entity existing over many time periods is included in the model as a
sequence of one period stock dimensioned variables. *‘This sequence is
constructed such that all of the good in period t 418 used in pro~-
ducing the same capital good in period t + 1 . Thus, the interpreta-
tion of basic resources in the schematic must include the concept of
outputs of one period being inputs in the next.

The third attribute locates the measure of the phenomenon in
physical space. Hence, the same physical-social measure at two
ditferent locations will be treated as two different measures. A
location is determined by categorizing the spatial extension of the
phenomenon into elementary regionms.

The risk or state-of-nature attribute will be modeled in the
Debreusian manner [5]. That is, the future will be modeled as a
time saquence of events. At any one date, the events are assertions
concerning all that can conceivably happen including natural phenomenon,
technological change, political acts, and the like. It is usual to
model this as an event tree [6]. While events imply a dating, time will

be explicitly discussed for convenience.




In cost-benefit analysis, particularly as used in the defense
department, the scenarioc has been an important tool. A scemario
seems to have no concise definition. However, it is used to messn
the background aspects of a given situation. Hare, scenario will
be used to denote a uni:ursal path (a path with no steps retraced)
through the event tree. It is clear, in a model with only two dates
(present and future), scenario and state-of-nature are synonymous.

In summary, then, choice variables are defined to have an attribute
for the event that could prevail at a given date.

The above concept of state-of-nature is extended here to include
the empirical relevance of alternative methods and models. As most
practitioners have undoubtedly noticed, discussion concerning the
empirical relevance -- "realism" — of alternative methods and models
18 often heated and lengthy. It is clear that such disagreement could
be resolved by appropriate experimentation and application of oci.ntific
procedures. However, since the time frame of the decision does not |
always allow such experimentation and since the resources for such
experimentation may not be available, an attribute of empirical rele-
vance 1is included in the concept of state-of-nature.

The choice objects, defined with physical-social, time, space,
and risk attributes, must also be scaled and given mathematical
structure. Here, the details of the scaling will not be considered,
but the reader is referred to reference [7]. Rather, each measure is
assumed to have an associated ratio scale. This scale is represented

by the real numbers.




SECTION III

THE SUBMODELS

In this section of the paper, the submodels discussed in the pre-
vious section will be given a mathematical formulation. The research
and development-manufacturing submodel will be considered first. Then
the component system, benefit and cost models will be discussed in

turn.
THE RESEARCH AND DEVELOPMENT-MANUFACTURING SUBMODEL

As shown in a schematic fashion in Figure 1, the inputs to this
submodel are the basic resources and the ocutputs are the system ele-
ments. The basic resources will be designated by the letter x
(k =1, ..., K), the system elements by yj (=1, ..., J). The
technological transformation that represents the R&D-manufacturing
process is assumed to be an implicit function involving the elements
and resources. This implicit production function is written

Gy, x) = 0.
Ths bar beneath a variable designates a vector.

Various measures of technological trade-off are possible. Of
interest here is (1) the trade-off between submodel outputs, (2) the
trade-off between submodel inputs, and (3) the effect of an imput on

an output in the submodel. These trade-offs are sh~wn in Table 1.

10




i
)
i

edlye s

R L LA

IR

KAME OF TRADE-OFF SYMBOL FORMULA
26
BATE OF SYSTEM ELEVENT | RSETy,y 3y, 2y,
TRANS ™ RMATION o 26 - "3y - RSEDyyY,
y @
b
3G
BATE OF BASIC RESOURCE | RBRSx, x, x, ?
SUBSTITUTION «dk 36 T ax  RBRSHX,
axk a
MARGINAL PRODUCTIVITY %G— )
y
OF RESOURCE k IN THE MPy 6, -5 - a_xi' - Mey,x,
PRODUCTION OF ELEMENT j 7y,

Technological Trade-Offs
Research and Development-Manufacturing Submodel

TABLE 1
The subscript o denotes either another output or input than the one
subscripted by the j or k , respectively. This a mnotation will

be used throughout the paper
THE COMPONENT SYSTEM SUBMODEL

As shown in a schematic manner in Figure 1, the inputs to this
submodel are the system elements and the outputs are the system
characteristics. The elements are deisgnated as already discussed,
while the letter zi(i =1, ..., I) will denote the 1th character-

istic. The technology embodied in the component systems is represented

11
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by the implicit production function
&y = 0.
Table 2 charts the nature of the technological trade-offs applicable

to the weapon system technology. :

i
FAME OF TRADE-OFF SYMBOL FORMULA
aF |
RATE OF SYSTEM RSCTz,z2 T 2z
CHARACTERIZATION a & o . —i.npscrze
TRANSPORMATION ad i & 3z, ia
1
aF
RATE OF RSESy.y y 3y
j’a [+ -3 -
SYSTEM ELEMENT 3F 3y, - RSESy,y,
SUBSTITUTION i —373 a .
COMPONENT SYSTEM .
PRODUCTIVITY OF g-!- .
ELEMENT j IN THE Meses,y, | _ %Y !
PRODUCTION OF 13 aF oy, o MCsPay,
CHARACTERISTIC 1 —,1 3

Technological Trade-Offs
The Component System Submodel

TABLE 2

THE BEMEFIT SUBMODEL

As shown in a schemstic manner in Figure 1, the inputs to this '
submodel are the system characteristics and the outputs the various

measures of benefits. The characteristics are denoted as discussed

12
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E
and the various benefit measures by E, (=1, ..., L). The
technological relationships of the effectiveness submodel are repre-
sented by the {mplicit function . .
H(E,z) = 0 .
1 Table 3 contains the information on the trade-offs.applicable to the
' effectiveness submodel.
i NAME OF TRADE-OFF SYMBOL FORMULA
* )|
: RATE OF BENEPIT o8y )
; TRANSPORMATION RBTE,E, 3w - CaE - TR,
I3 a z
)0
RATE OF SYSTEM ¥z Bzi
i CHARACTERISTIC RSCSz ,z —% u - —L o RSCSZ,2
TRANSFORMATION ta | 3z, 1a
: i
: MARGINAL BENEFIT
‘ OF THE ith 3H_
CHARACTERISTIC IN THE z, axt
PRODUCTION OF THE MBE,z, - 3E "33 " MBEz,
fth BENEFIT 3 1
MEASURE 3

Technological Trade-Offs
The Benefit Submodel

TABLE 3

g

THE COST SUBMODEL

3 As shown schematically in Figure 1, the inputs to this submodel

are basic resources (xk, k=1, ..., K), system elements (’j'

13
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j=1, ..., J), systea characteristics (zi, i=1, ,.., I) and cost
estimating parameters. The outputs are various cost measures. The
msagures are denoted by C ‘(- =1, .evs M) and the cost estimating
paramsters by Toh m=1, ..., M h=1, ..., H). That is, LY
is a cost esstimsting paramster and, in turn, is related to the
statistical paramaters in the individual cost estimating equations.
The relationship between these variables is axpressed as

¢, = C&rxr) .
table 4 contains the interpretation of the various partial slopes
of these cost measure functionms.

Though the discussion in the remaining sections of this paper
will be restricted to consideration of the above cost measure
function, some details will now be given to give the reader a
better understanding of the functions. As discussed in the previous
section, the basic cost model for any measure type is a matrix with
columns for time periods and rows for lyltt’l elements. Since
elements have an attribute of time, the cost model matrix, g_ s has

nonzero elements only for the appropriate rows and columns. That is,

€ can be partitioned into a diagonal matrix whose nonzero vectors

are all on the diagonal. This is sketched in Figure 2. Some of the

usual cost measures may be computed for this as shown below,

14
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NAME OF PARTL:L SLOPE | symmor YORWLA
': TOTAL MARGINAL mth c
; MEASUPE COST OF THE a
‘; 1 .;h svsm m-zi ——'z b m-’
CHARACTERISTIC i
TOTAL MARGINAL mth ¢
MEASURE COST OF THE ™C,y, =B .ny
jth SYSTEM ELEMENT | 73 L
TOTAL MARGINAL mth c
MEASURF COST OF THE ™C a
kth BASIC RESOURCE 'k x ™C %
MARGINAL mtP MEASURE
COST DUE TO e T Ca
COST ESTIMATING " mh < . " MCCrn
PARAMETRR r_, mh

Cost Measure Partial Slopes

TABLE 4

: rsl 9 0
o o
o o ¢
2 o o

N —_—

vhere v.:t
applicable to period ¢t .

FIGURE 2

o o

s+ . O

T

[

The Cost Model Matrix
in Partitioned Form

]
]

= vector of cost estimating relacionships

s e e L 8 At (7




Present Cost (PC)

The present cost measure is computed by nhltiply:lng each unit
cost estimating relationship CJ by its corresponding element Y
Ggé 3% where It denotes the indices for time period t). The
foraula for this i.u' ‘

C I 5 =xg=0.
1 4
jeJ

The vector 0, a rov vector, _denoteo the total outlays by time

period. To complete the present cost calculation, the v'cctor. o,

is sultiplied by eize vector of discount factors ‘t (tm»l, .00, T).

Thus,

_ T :
T .

PC = = 0.4 = dy.cC
Ld 4 cL;éa““

Zatal Outlay (T0)

The computation here is the same as for presen't cost, except
the discount factor vector d is nov merely the sum vector 1.

ar tem t_(eC .

-

The O yesr system cost is similar to the total outlay. The

difference is that only selected elements are used. The computation

is performed by first multiplying a modified identity matrix by the,

elemsnt vector to get a column vector of selected elements. The

identity matrix modification is the removdl of the diagonal ones

for those elements not selected. By formulae the computations are

-L‘”x ' = _column vector of selected .elements
(8) T '
(¢ Siad’) B +] = row vector of yearly costs of selected
elements : :

.(L“)!)Tﬁ. L(s) = @ year system costs
[ }

16
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The symbol l(s) denotes the sum vector with zerog for years met of

interest in the © year system costs. . O
Time Stream of Total Outlay ’

The measures of interest hers are the outlays of eom in sach
time period. This will be a vector which is computed as !_!g .

Time Stream of Selected Outlays ' '

This measure is like the preceding except that only selected
elements are used. The formula is (;(S)v'tg .

Unit Costs of System Elements

This measure is a vector measure of unit costs of each of the
system elements. The formula is g._.

In order to give a better understanding of the nature of the
partial slopes of the cost measure functions, the next few paragraphs
are concerned, first, with the individual elements of the cost model
matrix and, second, the computation of appropriate partial silopes
for some of the measures just discussed.

The individual CER 1s formulated as

Cy = fjt(bx,.m.,t)-
The partial derivatives of this function with respect to the character-
istics, elements, and resources measure the respective unit margimal
costs. The partial derivative with respect to the cost cosfficisat

th ¢ measures the marginal jth element cost with respect to its owa
kth cost coefficient. ‘wh.n considering the marginal effect on system
cost, the total merginal cost, all such unit marginal effects must be

included. When the present cost measure (PC) is used, the computation

th

is for the 1 characteristic.

17
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The result for total marginal cost is the weighted sum of the unit
marginal costs with the weights being quan:tity of elements and the

discount factor. When system elements are considered, the formuls

is
a0 gy T (t
. . it FTAM
T™HCpey, = —w, :Zz ng a (63 + 3 3y,

In this case thers are two cf_fcctl. since slements appear directly
and as part of CER's. This same general pattern of weighted unit
effects occurs for the other nuurc.s. This weighting is the reason
for defining the partial slopes of the cost measure functions as
total partial slopes. They are, in turn, usually eonpn_c‘nnd expres-
sions. ° E ’

SECTION IV '
'BFFICIENT DEPARTMENTAL PROGRAMS
Using tho'snbndch dioeuhud in the previous section, the decision
gtmuu of f.hc department can be uudied. The ph’nning and pro-
a.ta; lyltu modeled in this papcr opcutu under a top management

imposod upcrordtun efficiency critgrtou. Using this criterion,

18
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slternative solutions are represented as vectors of benefit and

cost levels such that there is no vector that will give more of oma

» component without giving lésl of another. i,’nte technique of vector

maximization is especially useful for these types of problems snd will
be used in this paper. Background material on this technique is given

in references [8) and [9).

In formal terms, the efficiency problea is

S =l

ST st
T - R(E,2) = 0-
F.,w =0
G(L,x) =0
Ex¥,220 -j

As the reader has undoubtedly observed, there are no tut;ietim on
the signs of costs. This could be ncco-plished by adding additional,
constraints. This is not done here as no essential notion is lost

by its exclusion. The usual assumptions ct;nceming differentiability,
constraint qualifications, and cgnctvi.:y/convexity are assumed. The
Lagrangian of this problem is . .

-f@...’_‘.’lo.’.-* - :glo‘t" + :i],*'c" + 111(3_,1) +.
A,6(L%) + AJH(E.2)

The ucuniy conditions for a maximum 'are as foum A

variable of the maximization problem, vhich appears below as a aub-

script, denotn a partial derivative with relpcc: to that variadle.

-19




(1) §z+lsﬂx 0 ‘-1..000. L.

it(¢z+xn)-o x‘:o_‘
.-.. u' J .< ) . . .
N € .zlo_cui-ulr’ +13u.i._ 0 dwl,i.,I
. * ‘
'.("):‘oc S + a8, ) 8,20
] . - =
1-1.“1 ds 5 - SR
()j +ar-__-c-.xc')-.*o»"i 20
A 2 T S A A
) :o_c_xk Ay :kS'o k- }.;_.'.\.x
x“(t“"n.’lc"k’-o X 20 .
(6) Gly.x) =0 ' * :
M BED =0 )

It is noted that the number of dcpondent vnthbles (__._,1,1._) equals
the nusber of equations.

The topic to be discussed next is the decision .rulu vhich can be
derived from the necessary conditions. These decision Fule- are .
necessary for a maximum, and they are sufficient if the full concavity
(convexity) assumptions are made. The rules presented below will be
for the cigc d.urc all varisbles are at a positive level and all the
necessary eénutioﬁ are cqutiou. Piartho'r, the equations can be

manipulated in various ways and only one possibility is presented here.

20
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Decision Rule'l ' D

Using equations 1, it is found that

- : -A.H ) .
L) 3E .
. .?.9... “g!_.._!‘..nn‘.‘.

N T
m-' rule means that at sn optimum the nﬁ of transformation of
benefit measures is equal to the appropriste ratio of ¢'s. In the’
econondc literature the ¢'s are known as efficiency prices and
they shall be so interpreted here. Since pnly relative effictescy
pueoi are of interest as these measure the rates of benefit trane-
formation, benefit B, 1s selected as numéraire.
Decision Rule 2

Using oquttipm 1, 2, and the choice of numnfraire, it is found
that . .

’{(‘)(mcz)-ton E,3,) ¥

et -
v ( )m,“m,‘,i) W
This rulic is wore easily interpreted 1f el\'c C.'l ars constrained to
be u'lt'tn npmbers. The ¢'s and *'s ;ttc strictly poeitive as
shown by Karlin [Ref. 8, p. 217]. 'nnu th:c firet term in the pumers~
tor is the toul varistion in cost due to- a change in. the cﬁ

) cbcucl:cruttc. The, sumn of thess terms, chtn. is the net change ia
mu of mm units of L due to a dtmt effect on the bamefit
alllls ) cul an indirect effect due to m cost messures. Overall,
the rule uyn that the ratio of net mutim in warginal Mlt
should equal Eho rate of characteristics transformstion. °
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Decision Rule 3
]
. Using equations 3 and the other decision rules, it is found that
Moy T ooy '
-3 -2
mzl ) c"; ¥ (g:xl ) c'“‘; * (mtz""‘)) (mis? *17a)
Wy, ue, . ~ _
');1 % cwj + (-21 % c s + """.‘1’) (HC§Pziyj.)
‘ ' .
c’
¢ j’c
£

The first tera in tl.u n_uueratot: measures the marginal effect on all
costs (in ﬁn.it. of l’;) of a change in - Yo+ The second term first
measures the effect of' Y, Om :1(Hcsrz1'y°). then the effect of

s, on net units of E,. Again, there :lc:an indirect effect of Yo
on costs (first torm) and a direct effect’ transformed to net uaits

of E,. The overall numsrator can be tholght of as the net efficiency
value of an addicional unit of Yo uamge_d 1q units of !". 'l‘hc
ratio of the net efficiency value of add:l't:lonal units of Yo and

v, must ‘equal the rate of trmforgncion- of Y ‘a.nd v, atam

optimum. '

Declsion Rule & '
Using equations 4, the decision rule ts ‘
0 B ) R !
ol S
; ﬂ—'-”———g - — - mksxkx‘-
: . x ot c Ik ' . ) ) L
- . . .~ :

The right side of this decision rule 1s the ratio of two total marginal

costs. S0 the rule says to squate the rate of substitution to the

.
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ratio of total marginal costs. The costs are again mesasured in units
of El .

As can be seen in this sample of decision rules, the application
of an efficiency criteria to the outputs of a planning and programming
system leads to rather complicated decigion rules. The framework for
considering such problems includes the use of efficiency prices and a
numéraire. Some reduction in complication would occur if the unit of
account were consciously chosen and used in interpreting the decision

rules.

SECTION V

THE IMPLICIT COST-BENEFIT FUNCTION

In many discussions of planning and programming systems and the
associated departmental management problem some “nice" function of
cost and benefits is assumed. For example, the implicit function

H(E,C) = 0
is sometime used in the discussion. It is the purpose of this part
of the paper to discuss the relationship of such an implicit form to
the previous model.

The necessary conditions for the efficiency (vector, maximum)
problem (equations IV.1 -~ IV.7) can be solved for the choice variables
as functions of the efficiency prices and the cost coefficients. That
is, by use of the implicit function theorem applied to equatioms (1)

through (7), the following equations can be developed.
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In addition, Lt is known that

€=cx 3 2 D
Substituting for x, ¥, 2, this equation becomes

E=CX (¥ D, X0 8 D, 260, % D, D
This set of equations, together with
_ E-EW, 4, D)
parametrically determine the cost-benefit surface.

These equations for € and E as functiomof ¢, ¥ parametrically
determine the cost-benefit surface (10, p. 371-375) since the sum of
the ¢'s and ¥'s 1s one. This latter theorem for vector maximum
proﬁlm is proved by hrl:in (8, p. 216-218). Hence, again using the
implicit function theorem, L+ M~ 1 of the ¢'s and ¢'s can be
solved for as functions of the L+ M -1C's and B's. In turn,
these may be substituted into the remaining equation yielding, for
example, the explicit form .

LI VRTIE WY |
vhich is easily transformed into implicit form. Hence, the vector
saximun formulation permits the development of l;\ implicit cost-
benefit function. ' | '
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Now that the cost-benefit surface is known in implicic fupctiom
form, at least locally, it is of interest to study the qualitative
properties of the surface. That is, the signs of output traasforms-
tions, input substitutions, and marginal productivities are of interest.
This line of research has not yet besn pursued. It is noted that it
involves a repeated application of the corollary to the implicit

function theorem on the slopes of implicit functioms (11).

SECTION V1

EFFICIENT SOLUTIONS AND PARAMETER VARIATIONS

The effect on the efficient solution values of the variables in the
model of variation in the parameters of the model is now considered.
This sensitivity analysis is performed in the usual manner by comnsidering
the first order conditions discussed in Section IV as implicitly defining
a relationship between the variasbles and the parameters. Inequalities
among the first order conditions present no difficulties as shown by
King [12]. The slopes of the implicit variable-paramster functions are
the point of investigation. The results of the investigation will be
to show that the overall variation in the x's, y's, and z's can be
considered as an efficiency substitution effect and a benefit effect.
The first paramster of interest will be a cost coefficient r . The
next parameter will be an efficiency price.

Differentiating the equality necessary conditions yields the

equat tons
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D7 By My bas & Mg & [k by

PERI A% o o o || |0
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_i;l. A::;I _l.xJ lxK ° 0 0 d L..:-:;.; _L_O ]

The detsils of these equations can be seen in Table S. For convenience

of expression, set I is written as

Ag=b. '

The solution to this set of cqutim is chen, in formal terms,
‘ a=ih.

To understand this solution, it is necessary to consider the following
efficiency problem. In this problem the idea is to vectorially maxi-
mize costs subject to a fixed level of benefits and the various
uefmolbglul transformations. In formal terms,

!lmn x
: -1

s.t. .
®
. RE®». =0
r(zy =0 !
‘Clx) =0
bYE zo
ubeu j designates the fixed level of all cffcct!veneu measurca.
The notion of maximun is used as costs are trcated as negative

numbers. The Lagrangian for this problem 1s
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.ca@_,;..a.u) - -Zlv_cm + WF@Y + 1,60 + uiE).
Again, the usual mathematical assumptions are made. The necessary

thhu ‘aré

i

S N . .
. : ; ° < - .
L@ ..21"-"-: ¥l tigh, S0 de=1,001

o -
AP Y KL

+ ull'“ + "Snz‘) =0 z,20
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. :“(Itc

-l ™Ry i

-
-

. \

. ]
(1) .llv_cwj + "1’,3 + u?cyj So

Jwl,,00,d

yj'(.zlv_c w, + uf,j + "2ch) =0
. c

) 21"“:“‘1

+uzG )

:k k-.lgooo:K.

.. M

E :"(-21"‘:%
¥(z,y) = 0

@ ot =0 |
" uE.p -0 '

The nusber of variables (x's, y's, z's, B's) can be shown to equal the

+uzéx;)'6. _:k.’.O'" L )

®

sumber of equ'at:lm. _

!h..uhtimnhipo of these conditions to the 'origin'al maximum
problen are firot studied by means of the Lagrange nultipnc;s. Using
equations .(C) and (4), 1t can be shown thgt iz - ;2 if the partial
derivatives sre evaluated at the same 'poﬁ:. Equations (B) and (3)
are used in donjunction with iz - ;2 to obtain the theorem that

;1 - :1.' Bgustions (A) and (2) in conjunction with ;1 - il are used

‘*N-vfff-‘ﬂ-.—.’—.‘f»>:-f--
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to obtain Wy = Aa. Of course, asll these equalities l.luu; thc‘pcrtiil'
der%vatives are evaluated at the same point, ' ‘
o The second relationahip'betveen the efficiency problem and th‘
maximum problem concerns the decision rules. With the telltion'hip‘ot
the Lagrange multipliers it is clear that equations (A), (B), and (C)
are the same as (2), (3), and (4). Hency, the decisionlrules are the
‘sane if derived only from these equations. The decision rules of the
last section directly use (1), but this need not have been the case.
It is concluded, then, that where applicable the two forsulations led
to the same decision rules. ' |

To investigate the efficiency substituﬁion effect, it is necessary
to differentiate the necessary conditions with respect to the cost

function parameter r. This procedure yields the equations

.
H
: - .

FRIXT JIx3 SIxK JTIxl (Ix) 1x1] oz, [ 1x1
B By Biy By & Big | |of by '
Pl pIx3ToIxK JJxl Jxl Jxd | |2 Jxl
B Bpy Bpy By Bps & | |%f by
KxI KxJ _KxK le kxl le X I’ Kx1
By, By Bg3. 8 e o L >
m, | = (1I1)
plxI L1xJ 1xK e}
B !‘2 = 0 :0, 0 i 0
o
oixt 1xd 1K : 2
: Es2 Bs3 o o M=l |°
. .— . au .
| !%;I o 9_1x|< o o o _a_;; o |
[ : - L - L -
In more compact notation:
P |
Be=t=s=}p¢ :

The details of this system of equations are shown in Table 6.
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Inspection of I and II shows that II is, in fact, a submstrix

of 1. Using this information, I is written as the partitioned

‘matrix:
el UL k3 LK olxl gl wal [at 7" IRy
; *‘11 4, 22 Ay | e 2
T, = T 0 e -
“fadxl | : oL
: % i : ) Bkl
JxL' - _ A
| . ‘ or | i
KxL | THIHRIXTHIHHS X
e : )} L. or “ £
REA _. - 12
& | ; . f# or
ot ! ' : o]
' R . . or )
m.' '. ko
A o dbEd L
the equations can be written
. . .« r_ -— -
LxL LXI+J+K43 of Lxl
An ) 3 )
SR S N it
The ;olution is: ,
o i bk ' sy | [ 7
E =1 - RS TS gy
= @, 05'D ) T ot
. THIHKA3KL THJHRH3XTHI4K3
o=l -1 -1 -1, -1 <1 -1 -
¢ |- [FrapeipT ey eEpTer?| R
d o o .

A * - - -
21 |-y -ep e
: Rle+ 270, - @R e
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Notice that the solution for -:‘:'-' also appcars in the solution for L
Also i upp'enra. Explicitly then, the solution for L 1is:

~ - aE

The first term of this equation is the eff;l.ciency substitution effect,
.and the second term is the benefit effect. Thus, a change in a cost
function parameter can be considered to h:ave two‘ additive components.
The first component is the variation in the g, _:_:_, or y due to
the vaf:lation in the cost cocfficient holding the effécéiveneu level
constant. The second component is the effect on the g, x,-or y
due to the c;ffcc't on benefit due to.the ‘qoct coefficient. This latter
componant effect is due to variations in the g, x, y in the
technologies and cost functions. )

In a manner analogous to traditional economic theory, substitutes
and complements can bq defined. for efficiency substitutes and

complexents i:he definitions are:

gﬁciﬂ' cy s‘ubstitutes ' .. St )
Two cha'rncteristics (eleient's. resources) are called efficiency

substitutes ffor cost function parameter Toh if

3:1 ' . iz .
3|70 and > <0 "4 da,
sh Tuh
E . . IE

#

Efficiency Copplepents

Two d;a}-ctcrictica (olepentl,' guoutcu) are called efficiency

complements lft:: cost fuanction paramater Toh it

' ez ) e "
. —dt-)>0 and —=2-]>0 ida
e E
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following equations are obtained.

k.

e

W,
aZ
W,

S

|

2

Au=~y

The solution:iq formal terms is

wedly

The next paramster to consider is the one associated with the .
efficlency prices. This problem is of tnterest since it is the
'qurution in these prices v.hich Vsweeps t:ut" the mtwu surfage,
Agiin, the necessary conditions for the vector maximum are dif~
ferentiated \‘v:l.th‘ respect to the variable of interest, d.lidl is o the

efficiency price t- associated with the -ﬂ'

-

For convenience this set of 'equa'tlons is written as

cost measure. The



Before continuing with this dovelopment, it is noted that the
cffeet of a variation in ¢ . o0 the values of the cost m isures is

given by

T Kk X, @ Jac'ay I o s

'_cl_{_..i ):.’__-. .5._.1. z.“_-.a_i

. ey u-_;"k n =1 %3 =1 %3 W,
(-—1.000.,")

Continuing with the main development again, the result of

applying the procedure to the efficiency prob'm- is the following
set of egquations.

p a 1‘ - Aq
- -
W, "
3 |
TN oy
x
| W, .
’ ., l . a - - e o
’ _ul 0
} " -7
) .3.12- o )
30-
3y ¢ |
", A
e - - e .
In sore compact notation:
' Ar-8
s vith the for-i.l. sclution 1 = 1'1]_
oy g . :
34




Agoin, this cquation set is scen to be a mb-_eé of the previous, and .

the original set may be written in partitioned form as

o\ o ' 3 [
. | A!.l. 2 3.. - v—
E Bj|¢ £

wvhere

;!he solution is
we | |-en-ertoiary
3 Alaenten, -oat oy

80 the solution for & may be written ss

1-:.-».":.;'.‘;
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Again, there is an cfficiency substitution effect and a benefit

effoct. !

When 0,' is considecred instead of ;-. thc procedure is the
“same. The results are somevhat different in that ¢, and ',
appear differently in equations (1) through (7). The ruiitt are as

follows with §* being the ¢, version of $S. E

2 1 .- a1
w | [eweT - ageiipia! | €
O I W YO o Sl Y W 1707 o St I ity
viere € 1a & vector of zero's except for'a mious one in thc 2t
component.

Bxplicitly, the solution for &* is

.  eeaeg

- and thers is only a benefit effect.

The eo-p.}at:lvi static analysis performed in the preceding para-
graphs ylields 'some insight into a planning and programming system.
However, much further resesrch is needed to determine the qualitative

propertiss of the systems of oquti'ods.

| sECTION VII - - :
EXPANSION-CORTRACTION PATHS

In most discudsions of the firm found in textbooks.on economtc
theory, the n?uon of an expansion path is discussed. This path is
] 3 ¢
wsually stated as a relatiocaship smong the inputs to the firm (e.g.,
. i . . o
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see {13]) though some authors use a different characterization (e.g.,
ses [14)). Whatever the chosen characterization, the path is derived
by considering the minimum cost operating point for all levels of emt-
put. Such discussions of the expansion path do not consider the poseibls
existence of physical assets at ths start of the problem. These.
physical assats may be considered historical accidents for the decision
problem of the firm. Also the discussions do not consider any productica
process that might be considered as a "“stages of production” system.
This section of the paper appliss the expansion path notion’ to the ’.
planning and programming system model which requires consideration of o
assets and multiple "stages of production." In addition, the model.in
this paper contains sultiple cost msasures which must be considered.

The multiple cost messures are considered in the expansion path
analysis by use of a matrix. As in the traditional economic theory
of the firm, an expansion path is derived by considering multiple
levels of a single cost msasure. This is merely repeated for each
measure yielding the expansion-contraction path matrix vhen all results
are tabulated.

The expansiou path vhen no physical assets are present at ths begin-
ning of the planning period will now be derived. The derivation will
use the results of the efficiency problem discussed in Section IV.
The derivation begins by applying the implicit function theorem to the
necessary conditions (equation IV.1l - IV.7) of the efficiency problem.
This results in the equations
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QQ) E=E@L 9)
) z=x@ ¢

o 3 r=X@ 9

“) z2=-2@ 9 '
S) A=A 9 .

In the case aé hanid. ¥ is a vector of ond.eo-poncnc and since the

sﬁ of the ¢'s and ¥'s is one, there !au only L 1ndcp;ndcnt

wvarisbles @u; the ¥'s and ¢'s. But this permits the inversion

of (1) by snother application of the implicit function theorem yielding .

. & = ¢(E) .
Substituting these equations in (2) - (4), the only varisbles of

iaterest, yuu- the composite !mctim
2@
r=1®.
; £=2¢® .
These are a véctor function characterization of the expansion path of
the éhnniug and programming model. These! vector functions are the rows
in the cxpmton-contnction path matrix.

As the reader has undoubtedly noted, tbc pnvious equations suppress
the cost model cosfficients. If these are present, then it may be pos-
sible to reduce the vector function to a single function. This is not
done here because the exact structure of the cost model becomes of
tmrmce.in.aurdniu the nusber and &rrmgc-tng of the coefficients.
Also, the co-cfftc:l.cnu are .‘.rc;mtly random vnrhblu. so the 1ntcrp'rou—
:'u- of the rpsulting single function must, l:c considered carefully and
ém mu graatly extend the length of the praesent paper. Hence, the

.
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. : t
"complete col*apc:lnz" to a single mum'm:mm is met
included in this paper. - .
*,  The discyssion now turns to the inclusion of existing .m'
assets, me*'-u called free assets, into the analysis. This .
favolves mo great change in the results of, the snslysis since the
varisbles i the wodel are all time-dated. Hemee, by imclusion of a
fixed upper bound on the quantities available of certain stoek
dimensioned apd time sero dated varisbles, the model u.,‘uz-ﬂ‘u
include “free sssets.” This changs vill result i the first evder
'conditions cohteiniag additiomal inequalitfes for each of the “free
assets.” If some "free asset™ is not demanded to the extest of its
supply, then the preceding sections remsin unchenged. If all the sepply
1s used at an efficient point, then for the development of the cost-
benefit function and the expansion intlu. yariables should be treated
as & first-orfer exogenous varishle [15]. The rasults thea have the ‘
ssme form bet with sows varisbles fnterpreted as first-order emsgences
varisbles. When discussing parameter variations, there m »o basic -
difficulties though care west be exercised since some derivatives may
caly be left or right (but mot both) derivatives. Also, the decision
rules associsted with (4) in Section IV change since for thome free
assets with s positive intermsl opportunity cost ('lv.&). becones

.

¢

' S .n_c_”-o izc."'-iuv,:o.
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i
,
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where ). . 1s the internal opportunity cost of the KB free
aseet. Hence, the total marginal cost as computed in the cost sub-
model sust be increased by the internal opportunity of ths "free
assets” to obtain the overall marginal cost. It is noted that in this
interpretation the costs are treated as negative numbers and basic
resources as positive numbers.

The above discussion shows that the “free assets" that may exist
at the baginaing of the planning horizon do not cause a major revision
of the results. Tha complications are rather easily accommodated.
However, it is now useful to consider the language of expansion and
comtraction paths to denote the relative direction from the current
pesition.

SECTION VIII
SUMMARY

In this paper, & model of a planning and programming system has been
formylated and exsrcised. The model includes a superordinate goal of
efficiency imposed by the depsrtmental management. This superordinate
goal snd the basic structural model of a planning and programming
system are used to study the decision rules needed for efficiency.

These decision rules are interpreted by use of a numéraire, a unit of
sccount and efficiency prices. When so-called "free asssts" are pressent,
the decision rulas are given an additional interpretation by use of the
“4aternal" oppertunity cost of the “"free" asset. While no imperative
sentences are constructed from the declsrative sentences associated

wich the decision rules, such could be done. On the logical problems
sssociated with this translation, ses Herbert A. Simon [16].
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The comparative statics technique (sensitivity analysis) wvhen applied

to the model tuulu. in gmral, in tho dot:lntioa of s bcnoﬁt off.u
and a whlt:l.tut:l.on effect when a pauutct miu. ‘!h.n boaoﬁ.t and
substitute cffocu are the basis for the defirition of officu-cy
substitutes and compliments. These effects in a nonbudget cmtrahul
model may be somswhat surprising to the reader.

The information that is relevant for the top management of the
department is characterized in the form of an overall cost-bemefit
function and an expansion contraction path matrix. These characteriza-
tions c¢f the information are based on the use of the implicit fumctiom
theory and hence are local results.

!hnj areas of future research effort are feasible. The reader
will undoubtedly have derived a list for himself. The model presented
in this paper could be extended by improving the techmological relation-
ships in the submodels by explicitly considering risk, and by seeking
more global results for the informstion summary functions. Also, the
use of myopic (e.g., one period) decision rules and the effect of
such on the system could be investigated. Finally, the use of a
superordinate goal may be replaced with a model of the conflict resolu-
tion process internal to the planning and prograsming system. Soms of
these areas are currently under study by the author.

As must be clear to the reader, this is an exploratory paper in
an area vhere much research remains to be done. Curreatly, the govern-
ment institutionalises various mechanisms of the planning process with
1ittle guidance available on the systems performsnce. Also, givea that

planning and programming systems are in expanding use, the sffect on

41
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the economy as a whole is of interest. However, all these broader

analyses awvait some more basic ressarch on the systems themselves.

The author hopes that he has enticed some readers to consider this

research ares.
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